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Increasingly, new attack technologies and tools are overwhelming existing information technology defenses. This ongoing arms

race requires new technologies for the defender. In this article, I describe how an intrusion prevention system (IPS) fills this
need, and I dissect the sometimes confusing world of IPS, describing the various technologies available, and where and how to

deploy them.

ecurity for information technology

(IT) is subject to an ongoing arms race
between the attackers and the defenders.
As new IT systems are developed and
deployed, attackers find new weaknesses
in these systems and new ways of exploit-
ing the weaknesses. Defenders must keep
innovating to keep up with the attackers;
without ongoing innovation, IT systems
will become crippled by attacks.

New Attack Technologies
Recently, attackers have devised a set of
new tools to make it easier to attack sys-
tems and evade defenses. A good example
is a group of tools known as binary differs
that determine differences in binary code
[1]. Binary differs are typically used to
determine the difference between a
patched version of an application and an
unpatched version. This enables the
attacker to determine what vulnerability
was patched, and how.

Armed with this information, an
attacker can rapidly develop an exploit for
that vulnerability, often within a matter of
hours. Consequently, as soon as a new
patch is announced, an attacker can have
an exploit for that patched vulnerability
within a matter of houts. This is a prob-
lem because defenders can rarely, if evet,
patch that fast, even with automated
patch systems. Patches have to be tested
before being deployed and that can take
days, even weeks. With the advent of
binary differs, the defender will lose the
patching race every time. Patching is no
longer a viable defense strategy.

Another kind of tool is the automated
attack framework. With these frame-
works, an attacker with little or no techni-
cal expertise can easily launch a variety of
attacks. The best example is the free open
source tool Metasploit [2], which allows
an attacker to scan a system for vulnera-
bilities, and then gives the attacker the
choice of various attack modules to click
on to launch an attack. In addition to
choosing the type of attack, the attacker
also gets to choose the type of payload,
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which can be any one of a variety of mali-
cious software (malware for short) such as
a Trojan horse or a root kit. Such auto-
mated attack frameworks make it very
easy for anyone to launch attacks on sys-
tems and to encourage the rapid dissemi-
nation of attack information.

Not only is it much easier to launch
attacks, but the payloads of those attacks
are becoming increasingly sophisticated.
We are seeing a proliferation of malware
designed to do nasty things to the victim
such as stealing information, spreading
rapidly, and clogging networks, and serv-

“Before harm is done,
an IPS [intrusion
prevention system] will
proactively detect
attacks and prevent
them, providing a
powerful new layer
of defense.”’

ing as bot' netwotks that can be used to
launch denial-of-service attacks or func-
tion as spam relays.

Often this malware will be tailored to
a particular attack, for example, a Trojan
horse may be specifically designed to steal
information from one organization, to be
used only in that circumstance. This
means that Trojan horse will be some-
thing new and not detected by signatures
in traditional antivirus or antispyware
tools. If a signature is developed (assum-
ing the Trojan horse is ever discovered), it
will be useless because the Trojan horse
will never be used again.

It is a trivial matter to develop cus-
tomized malware: in the simplest case, the

attacker can use Morphine [3], a hosted
service that will obfuscate any piece of
malware for a small fee (about $30),
ensuring that the malware is not
detectable by any of the standard signa-
ture-based antivirus systems.

New Technologies for
Shielding Vulnerabilities

With the new technologies attackers are
developing, we can no longer rely on reac-
tive technologies such as patching and
static signature scanning, These technolo-
gles are too slow to prevent widespread
damage, and too dependent on human
expertise to be able to scale to the com-
plexity and growing size of IT systems
today. We need a new approach.

We can move forward in the arms race
by using the proactive technology in an
intrusion prevention system (IPS). Before
harm is done, an IPS will proactively
detect attacks and prevent them, provid-
ing a powerful new layer of defense. An
IPS can be used to shield vulnerable sys-
tems, giving time for administrators to
tully test and deploy patches at their own
convenience, and buying time for human
operators to better understand the threat.
Further, an IPS reduces the need for
human expertise and saves on expensive
and hard-to-scale human resources.
Properly deployed, IPS can protect
against a wide variety of threats, including
surreptitious malware and fast-spreading
destructive worms and viruses.

The world of IPS technology can be
very confusing, There are a host of dif-
ferent technologies available, and it can be
very difficult for administrators to deter-
mine which are the most suitable for their
needs. To add to the confusion, IPS can
mean different things to different people.
In this article, I discuss the relatively new
technologies (within the last few years)
that are commonly acknowledged to com-
prise an IPS. I do not include technolo-
gies such as firewalls and signature-based
antivirus systems that have been around
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for many years and are failing to secure IT
systems. The intent of this article is to
clarify the IPS landscape; to this end,
there are three aspects that need to be
considered: (1) where to deploy IPS, (2)
what kind of IPS technology to deploy,
and (3) how to deploy the chosen IPS sys-
tem. I will address each of these in turn.

Where to Deploy IPS

Thete are basically two places to deploy
IPS: on the network or on the host com-
puter (see Figure 1). The network IPS
has several advantages: It is usually a sin-
gle device or appliance that is both easy
to manage and easy to deploy. All the
security administrator need do is drop a
box onto the network segment; usually
no permission is required from the appli-
cation owners because there will be no
conflicts with software installed on the
hosts. Furthermore, a network IPS pro-
vides broad coverage if placed at an
appropriate choke-point: A single appli-
ance can protect a whole segment with
multiple hosts.

However, there are limitations to the
network IPS. The broad coverage can also
be detrimental because failure of a single
appliance will cut off traffic to a whole
subnet, a consequence of the fact that the
IPS has to be inline to be able to drop
malicious traffic. There is also a perform-
ance tradeoff because the more hosts a
single appliance protects, the more traffic
it will have to process; a network IPS that
does sophisticated traffic analyses can
rapidly become a bottleneck, unable to
cope with high traffic volumes. When
deploying network IPS, an administrator
should be well aware of this tradeoff.

By contrast, IPS on the host does not
suffer from the same problems. Each
host will have its own IPS software so

the security processing is distributed
across all machines and performance is
no longer an issue. Further, a host IPS
tends to be more robust, because failure
of one system will only have a small
affect on the overall performance of
hosts in the network.

There is another powerful driver
toward using host IPS: de-perimeteriza-
tion. Network IPS requires a clear notion
of a network perimeter, and unfortunate-
ly the perimeter is collapsing with the
advent of distributed applications — such
as Web services — and more business
being done over the Internet necessitating
closer links with partners, suppliers, etc.
This trend is so powerful that a high-level
industry organization, the Jericho Forum,
has been created to promote de-perime-
terization [4]. The loss of the perimeter is
exacerbated by the increasingly mobile
wortk force. Users that work from outside
the corporate or government network can
easily pick up malware infections and
bring those into the secure environment,
infecting all vulnerable hosts behind the
firewall. This is another compelling rea-
son for the rapid adoption of host IPS.

In typical deployments, however, an
organization will use both network and
host-level IPS. This layered approach gen-
erally gives the most comprehensive secu-
rity, although organizations deploying
multiple layers should be aware that the
more layers in place, the more chance
there is of false positives, and the more
difficult it is to manage the system. Any
security architecture using IPS will also
include network-level defenses to protect
against network-level threats such as
denial-of-service attacks and eavesdrop-
ping, but these are not generally consid-
ered part of IPS, and are not discussed in
detail in this article.

Figure 1: Typical IPS Deployment
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What to Deploy: IPS

Detection Technologies
Although IPS is designed to prevent
attacks, and not just detect them, it is still
reliant on its underlying detection tech-
nology: Only that which is detected can
be prevented. Attacks are detected and
then prevented by an IPS. For example, a
network IPS that drops packets® from an
attack has first detected the packets and
then prevented the attack by dropping the
packets. Similarly, a host IPS that prevents
applications from making system calls has
detected the system calls being attempted,
and prevented them from being executed,
hence preventing the attack. The discus-
sion of IPS technology is greatly clarified
by separating out the detection from the
prevention aspects. In this section, only
detection technologies are discussed; in
the section, “What to Deploy: IPS
Prevention Technologies,” prevention
technologies are discussed.

There are a variety of detection tech-
nologies available, each with its advan-
tages and disadvantages. Many of these
have long been in development and used
in intrusion detection systems, and are
little changed although they are used in
an IPS. Often the best solution is a lay-
ered approach in which multiple tech-
nologies are used to complement each
other’s strengths and cover each other’s
weaknesses.

Signature-Based Detection
Signature-based detection relies on human
experts knowing and understanding what
particular exploits look like so the experts
can encode signatures for those exploits.
Typically, signature-based technology is
used to scan static data such as network
packets. Signatures are exploit-focused, mean-
ing they will not protect a vulnerability, but
only particular exploits of that vulnerabili-
ty. For example, there are many ways to
write a buffer overflow, but typically a sig-
nature will only look for one way of doing
so; if the attacker changes the code in the
exploit, the signature will not detect it.
Generally, there are many different
ways in which a vulnerability can be
exploited, and a signature will only protect
against one of those. Because of this, sig-
natures only protect against yesterday’s
attacks — those that we already know
about. Signatures will not protect against
zero-day (unknown) threats, or against
modified or mutated malware. In addition,
signatures require extensive human
expertise and constant updating, an
approach that does not scale well
Fundamentally, signatures are one of the
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poorest choices for detection in IPS
because of the human overhead, and the
fact that this approach fails continually.
For these reasons, signatures are rarely
used in IPS.

Expert-Based Detection

Expert-based detection relies on human
experts defining a set of rules that dictate
what behaviors are normal, and hence,
allow for applications and operating sys-
tems. The expert-based approach relies on
humans understanding the applications
and systems to be protected, but requires
little or no knowledge of attacks. This
approach can be very effective at protect-
ing against zero-day threats because these
generally cause deviations in application
or system behavior. However, this
approach requires that the people defining
the rules know a great deal about the
applications and system to be protected,
which can be problematic for complex
and custom applications.

When an application is complex,
expert-based detection ends up being
detuned to reduce false positives: The
rules become increasingly generalized to
the point where they offer little or no pro-
tection at all. For example, an IPS might
have a rule preventing applications from
loading drivers into the kernel. However,
some applications may legitimately need to
load drivers, which would result in a false
positive. A common response is to turn off
the rule altogether because of the com-
plexity of determining which applications
should be allowed to load drivers. Relaxing
the rule will allow any application to load
drivers with consequent security risks.

Generally, the expert-based approach
works best when applied to well known,
relatively simple applications with well-
known behavior that does not deviate sig-
nificantly from one system to the next, or
from one use to the next.

Specification-Based Detection
Specification-based detection gets away
from dependence on human expertise by
deriving a set of rules governing normal
(allowed) behavior by either statically
scanning protocols, or application binary
or source code. This has the advantage of
avoiding the overhead of human involve-
ment and human bias and error, which can
plague approaches such as expert-based
detection. Although this approach can be
powetful, it is limited in that it is often too
generalized.

When protecting applications, the pro-
tection will usually only prevent injected
code, and not detect (and hence be able to
prevent) the large number of attacks that
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exploit other types of vulnerabilities such
as misconfigurations. In the case of pro-
tocol-based network protection, it is limit-
ed in that it cannot detect flaws in the pro-
tocol itself, and often networking compo-
nents and applications will not implement
protocols strictly according to the specifi-
cations, resulting in many false positives.

Autodidactic Detection

Autodidactic detection attempts to auto-
matically derive a normal model like the
specification-based approach, but uses
learning or auto-configuration to refine the
normal profile so that the approach does
not suffer from excessive generalization.
The normal model is derived from moni-
toring systems during normal usage and
learning the normal model of network
traffic, or host behaviors. This learning can
be done in a production environment or a
quality assurance (QA) laboratory.

““Where an organization
is uncertain, they should
follow a process whereby
they first test the
performance of the IPS.
On the host, this means
measuring the impact on
running applications and
memory/disk usage, and
in the network, this
generally means
measuring network
throughput and latency.”

Autodidactic systems tend to be scalable
and offer very good protection for all kinds
of applications and networks because of
their ability to automatically learn all the
nuances of complex behavior. However,
there are several limitations to this
approach. First, only stable behaviors or
network patterns can be learned, so in high-
ly variable environments or with highly vari-
able usage patterns the system can prove to
be inaccurate. Second, learning takes time,
during which the system can be vulnerable
to attack. This can be offset by doing the
learning in another environment such as a
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QA lab or a test lab, but how well that works
depends on how closely the lab environ-
ment represents the real environment.

Innate Defense Detection

Innate defense detection is most similar to
signature-based in that it protects against
specific attacks, but it differs from signa-
ture-based in that it is vuinerability-focused: 1t
detects a whole class of attacks rather than
instances of a particular class. A good
example is technology for detecting buffer
overflows: There are many different
attacks that exploit buffer overflows,
necessitating many different signatures,
but an innate defense for buffer overflows
will stop every kind of buffer overflow
without requiring any knowledge of spe-
cific attacks.

Generally, an innate defense will detect
one class of threats, and do so effectively,
with high accuracy and little or no over-
head in terms of tuning or configuration.
This approach is very important for pro-
tecting systems by default on a large scale
since this kind of technology can easily be
distributed with the operating system. It
can be used stand-alone to incrementally
improve protection, but because the pro-
tection provided by innate defenses is not
comprehensive, it is best used as part of a
layered solution.

The major shortfall of this approach is
that not all threats are amenable to pre-
vention through innate defenses; there
may not be any way of developing a
generic method of detecting all attack
instances within a given threat class.

What to Deploy: IPS

Prevention Technologies
The hardest aspect of prevention is that it
should be immediate (proactive) whenever
possible. This can be problematic if the
system has to initially gather information
to determine if an attack is actually hap-
pening; too much delay in the response
will result in damage. There is often a
trade-off: The more information is used
to determine if an attack is happening, the
more accurate the IPS, but the more
potential there is for the attack to cause
harm. Another important aspect of pre-
vention is that it can cause damage when
reacting to false positives because it can
block legitimate behavior or data. One
way to minimize the potential harm is to
have responses that are as fine-grained as
possible, for example, to block a particular
system call, rather than kill a process.
However, fine-grained responses can
only go so far in ameliorating the damage
done by responses to false positives. The
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problem is that currently all prevention
tends to be all or nothing: Either an
action is allowed, or it is blocked. For
example, host IPS tends to block actions
such as file accesses, network accesses,
process starts, etc., and network IPS tends
to drop packets, reset connections, and
block particular Internet protocol
addresses. To move forward, we need
benign, recoverable responses. The goal is
responses that can stop attacks, but allow
the system to recover from false positives.

For example, databases have mecha-
nisms for rolling back transactions; we
can expect to see similar concepts in the
future in IPS. Another method of benign
response is using delays to slow down the
rate at which attacks propagate. Research
has shown that this can be an effective
method of blocking attacks [5], and can
also be very useful in slowing down virus
and worm propagation [6]. Prevention
technologies in IPS today are extremely
useful and powerful, but we expect to see
great improvements in the future.

How to Deploy IPS
Typically, the first step in deploying IPS
will be testing and evaluation. The extent
to which an organization does testing
depends on many factors, including the
resources available for testing and how
comfortable an organization is with the
reported and claimed functioning of IPS.
Where an organization is uncertain, they
should follow a process whereby they first
test the performance of the IPS. On the
host, this means measuring the impact on
running applications and memory/disk
usage, and in the network, this generally
means measuring network throughput and
latency. Stability can be an even more
important measure: Does the IPS crash
and block network traffic or bring down
the host? A good IPS should never impact
performance and stability unreasonably,
although bear in mind that network IPSs
are usually designed to support various
speeds, and an IPS that processes traffic
faster tends to be a lot more expensive.
Another important factor to test is
accuracy. Does the IPS stop attacks effec-
tively without high false alarm rates? One
way to test this is in a lab by running the IPS
on vulnerable systems and actively launch-
ing attacks against them. Although this
gives some idea of accuracy, it is limited in
that it gives very little idea of usability, scal-
ability, and false positive rates in the real
wortld. For example, it will often be a simple
matter to configure an expert-based IPS in
a lab, protecting standard applications — the
accuracy may appear to be very high.
However, deploying such technology out in

the production environment may lead to
many false alarms with a subsequent detun-
ing and loss of accuracy of the IPS. The
importance of evaluation in the production
environment cannot be overstated.

Once the IPS is tested, the next phase
is usually a limited deployment phase,
using the IPS to protect a few systems
such as those under high threat in the
Demilitarized Zone’, or those that are of
little importance (hence false positives are
acceptable). When the IPS has proven
itself in the limited deployment phase, it
can then be deployed across the whole
organization. This process will obviously
differ for network and host IPS.

Once deployed, the organization enters
the maintenance phase; most IPS will have
to be tuned whenever there are changes in
the organization such as additions of new
networks or machines, or reconfigurations

“Once deployed, the
organization enters the
maintenance phase; most
IPS will have to be tuned
whenever there are
changes in the
organization such as
additions of new
networks or machines,
or reconfigurations
of applications.””

of applications. An organization should
plan for these changes knowing that they
will have an effect on the IPS deployment.
As stated before, some IPS technologies
are much more adaptable than others (for
example, the autodidactic approach) and
are much easier to deal with during the
maintenance phase.

The Benefits of IPS

IPS is starting to be widely deployed in
many different market sectors across
many different organizations. There are
three markets that are seeing immediate
benefit from IPS: the financial sector; the
government, including the military; and
the health-care industry. All of these sec-
tors are under increasing attack and feeling
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the pressure of new government regula-
tions such as Sarbanes-Oxley [7], the
California Senate Information Disclosure
Bill 1386 [8], and the Health Insurance
Portability and Accountability Act of
1996 (HIPAA) [9].

For example, military organizations are
using the Internet and commercial off-
the-shelf software to realize efficiency
gains, but are consequently at risk from
attacks that target platforms such as
Microsoft Windows. It is vital to the secu-
rity of the country that these organiza-
tions maintain high standards of protec-
tion; to this end, IPS is an essential part of
the defenses. We are also seeing the poten-
tial for IPS in the mobile battlefield where
unprotected mobile computers such as
laptops would be prime targets for attack,
especially if they are not used and not
updated when in storage and then brought
out rapidly for battlefield deployment.

Financial organizations are also among
the early adopters of IPS. They find IPS
particularly useful for securing unpatched
applications. For example, many financial
organizations mandate at least three
weeks’ testing of any new patch because
faulty patches can bring down mission-
critical servers. However, three weeks of
exposure for vulnerable servers connected
to the Internet will almost certainly result
in compromise, so these organizations
turn to IPS to enable them to adequately
test patches while still ensuring their
servers are protected.

In the health-care industry, regulations
such as HIPAA require health-care
providers to ensure the confidentiality of
patient data. Deploying intrusion detec-
tion systems and other reactive technolo-
gies that only determine when an attack
has happened after the fact is not suffi-
cient because valuable patient data will
already be stolen. Hence, the health-care
industry is realizing critical benefits
through the ability to stop information
leaks before any harm is done.

Summary

IT security is an ongoing arms race.
Recently, attackers have been gaining the
upper hand with a new set of attack tools
and techniques. IPS regains the initiative
for defenders, providing a shield for
unpatched vulnerabilities. This buys time
to test and deploy patches, reduces human
resource cost, and reduces security
breaches and the associated costs.

But IPS can be complex. An organiza-
tion should know where to deploy IPS,
whether on the host or network (ideally,
both), and the tradeoffs inherent in such a
decision. Further, an organization should

October 2005



understand what sorts of technology are
available and what are most suitable for its
environment. In general, the best
approach is a layered one that uses multi-
ple technologies. Finally, an organization
should plan for a phase of testing and
evaluation, and should know how to go
about rolling out the IPS.

The technologies described in this arti-
cle all exist in commercial products, of
which there are many. When considering
deploying IPS, an organization should
search for vendors in the IPS arena and
solicit information from a set of vendots to
ascertain exactly what they do. This article
is intended to be a useful guideline in cut-
ting through the marketing language and
enabling users to understand exactly what a
vendor’s products are likely to achieve.

Implementing IPS will take effort and
money, without doubt, but IPS is essential
in today’s threat environment. Without
improved security measures, our IT sys-
tems will soon become worse than use-
less, and the costs of failed security will
far outweigh the costs of IPS. 4
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Notes

1. A bot network is a network of com-
promised computers that are remotely
controlled by an attacker. Each com-
puter runs bot software that enables an
attacker to access the computer and
control it remotely.

2. This means not forwarding suspicious
packets of network data.

3. This is the part of the network that
contains Internet facing servers, and is
usually separated out from the main
intranet, forming a buffer zone
between the intranet and the Internet.
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Attacks and Countermeasures
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This article examines Java security models, describing security
issues in garbage collection (GC), metrics used to predict pro-
gram behaviors, and their relations. Heap memory attacks are
introduced and classified into slow death and fast death cate-
gories. These are potential scenarios if GC is under attack.
Experimental results show that a compromised system may result
in GC being invoked more times than its normal counterpart.
Furthermore, presented here is a run-time monitoring system
that can detect anomalous program behaviors using the collected
memory metrics. This can be a run-time throttle that controls
program behaviors, and a postmortem diagnosis technique in
case of heap memory attacks.

Security attacks on information systems have become a standard
occurrence directed against all components of a system, includ-
ing people, networks, and applications. Attacks have gotten
more complex while the knowledge needed to execute such
attacks has decreased. Attackers look for the weakest links in
each component; using sophisticated techniques and freely avail-
able tools, they exploit potential vulnerabilities wreaking havoc
on information systems. To better defend systems, it is necessary
to understand how they function and, more importantly, how
attackers use vulnerabilities to compromise them. Information
systems today are distributed, complex, and extensible. This arti-
cle provides an overview of the most common attacks: attacks on
people, networks, applications, and passwords.
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